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CHAPTER

ONE

PREPARING TO CREATE AN AVERE CLUSTER

This guide walks through the steps required to create an Avere cluster from FXT Series hardware nodes. It also
describes basic configuration steps that must be done before a cluster is ready to serve data.

If you have not already installed and cabled your FXT Series nodes, follow the instructions in the FXT 5000 Series
Installation Guide1 before using this document.

If you are creating a vFXT cluster from cloud-based VMs, read the vFXT installation guide customized for your
cloud service, available in the vFXT Installation Guides2 section of http://library.averesystems.com.

Before starting the cluster creation, make sure you have followed instructions in the FXT 5000 Series Installation
Guide3 to correctly rack and cable the FXT nodes in your datacenter. Make sure that at least one node is powered on.

1.1 Required Information

The Avere cluster requires the following information for its initial configuration.

• Name that you want to assign to the cluster

• Administrative password that you want to set for the cluster

• IP addresses:

– A single IP address for cluster management, and the netmask and router to use for the management
network

– The first and last IP addresses in a contiguous range of IP addresses for cluster (internode) communica-
tion (see IP Address Distribution (page 2), below, for details)

(Client-facing IP addresses are set after cluster creation.)

• Optional but strongly recommended network infrastructure:

– The IP address of a DNS server for the cluster

– The name of the DNS domain for the cluster

– The name or IP address for either one, or for three or more, NTP servers

• Whether you want to enable IEEE 802.1AX-2008 link aggregation on the cluster’s interfaces

• If you are enabling link aggregation, whether to use IEEE 802.3ad (LACP) dynamic aggregation

1 https://download.averesystems.com/software/FXT_5000_Installation_Guide.pdf
2 http://library.averesystems.com/#vfxt
3 https://download.averesystems.com/software/FXT_5000_Installation_Guide.pdf

1
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1.2 IP Address Distribution

An Avere cluster uses IP addresses in three categories:

• Management IP: A single IP address for cluster management

This address serves as the entry point to access the cluster configuration utilities (Avere Control Panel or
the XML-RPC API). This address is automatically assigned to the primary node in the cluster, and it moves
automatically if the primary node changes.

Other IP addresses can be used to access the control panel, but the management IP address is designed to
provide access even if individual nodes fail over.

• Cluster Network: A range of IP addresses for cluster communication

The cluster network is used for communication among cluster nodes and to retrieve files from the backend
storage (core filers).

Best practice: Allocate one IP address per physical port used for cluster communication on each FXT Series
node. The cluster automatically assigns the addresses in the specified range to individual nodes.

• Client-facing network: The range of IP addresses that clients use to request and write files

The client network addresses are used by clients to access the core filer data through the Avere cluster. For
example, an NFS client might mount one of these addresses.

Best practice: Allocate one IP address per physical port used for client communication on each FXT Series
node.

The cluster distributes client-facing IP addresses across its constituent nodes as evenly as possible.

For simplicity, many administrators configure a single DNS name with round-robin DNS (RRDNS) configura-
tion to make it easier to distribute client requests across the address range. This setup also enables all clients
to use the same mount command to access the Avere cluster. See Configuring DNS for the Avere Cluster
(page 26) for more information.

The management IP address and a range of cluster network addresses must be specified to create a new cluster;
client-facing addresses are specified after cluster creation.

2 Chapter 1. Preparing To Create an Avere Cluster



CHAPTER

TWO

CREATING AN AVERE CLUSTER

This section walks step by step through the process of creating the Avere cluster.

Before starting this procedure, make sure at least one of the FXT nodes is powered on and has network connectivity.
Follow the procedures in the FXT 5000 Series Installation Guide1.

2.1 Boot the First Node

If you have not already done so, power on at least one of the FXT nodes for your cluster, and make sure it has a
network connection and an IP address.

To turn on the node, press the node’s power button. Make sure that no alarms are audible from the node (these can
indicate a misinstalled or failed power supply).

To check the network connection, make sure that the node’s network link LEDs are illuminated (and, if necessary,
the indicators on the network switch to which it is attached). Indicator LEDs are described in the monitoring chapter
of the FXT 5000 Series Installation Guide2.

When the node boots, it will request an IP address. If it is connected to a DHCP server, it accepts the IP address
provided by DHCP. (This is a temporary IP address that you will change when you configure the cluster.)

If it is not connected to a DHCP server or does not receive a response, the node will use Bonjour software to set a
self-assigned IP address in the form 169.254.*.*. However, Avere Systems recommends that you set a temporary
static IP address on one of the node’s network cards before using it to create a cluster. Read Appendix A: Setting a
Static IP Address on an FXT Node (page 39) for instructions.

2.2 Connect to the First Node

You can connect to any of the installed FXT nodes and use its Avere OS software to set up the cluster.

2.2.1 Find an IP Address

To determine the IP address of the node you want to use, connect to it by using a serial cable, direct connection,
or through a KVM switch. For more information, read Connecting to the Physical Node (page 39) in Appendix A:
Setting a Static IP Address on an FXT Node (page 39).

When connected, log in with the username root and the default password tiered2010

After logging in, you need to determine the node’s IP address.

Use the command ifconfig to see the addresses assigned to this system.

1 http://library.averesystems.com/#installation
2 http://library.averesystems.com/#installation

3
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For example, the command ifconfig | grep -B5 inet searches for ports with internet addresses and gives
five lines of context to show the port identifier.

Write down any IP address shown in the ifconfig report. Addresses listed with port names like e0a or e0b are good
options. Do not use any IP addresses listed with e7* names, since those names are only used for IPMI ports, not
regular network ports.

2.2.2 Load the Configuration Wizard in a Web Browser

Enter the IP address for the node in a web browser. If the browser gives a message about the site being untrusted,
proceed to the site anyway. (Individual FXT nodes do not have CA-provided security certificates.)

Leave the Username and Password fields blank. Click Login to load the cluster creation page.

The next sections in this document walk you through cluster configuration steps.

4 Chapter 2. Creating an Avere Cluster
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2.3 Creating the Cluster

A set of configuration screens helps you specify all of the information needed to create your Avere cluster.

Be sure that you have the information ready before starting. Read Preparing To Create an Avere Cluster (page 1) to
learn what names and IP address ranges you will need.

2.4 Initial Options

The first screen gives three options. Most users can go directly to the “configure a new cluster manually” option.

Options are:

• Update the system image

Choose this option if you need to install new Avere OS software before creating the cluster. (The currently
installed software version is listed at the top of the screen.)

If you click this link, you are prompted to specify the package file to use. You can provide a URL and user-
name/password, or upload a file from your computer.

• Configure the cluster manually

Choose this option to create a new cluster.

• Use an Avere setup file

Use this option only if directed to do so by Avere Global Services.

Click I will configure the cluster manually to load the new cluster configuration options screen.

2.5 New Cluster Configuration Options

The next screen prompts you to configure options for the new cluster.

2.3. Creating the Cluster 5
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This page is divided into two main sections, Basic Configuration and Networking Configuration. The networking
configuration section also has subsections for the Management network and the Cluster network.

Click a link below if you want to jump directly to the description of that particular section:

• Basic Configuration (page 7)

• Networking Configuration (page 7)

• Management Network Configuration (page 8)

• Cluster Network Configuration (page 9)

6 Chapter 2. Creating an Avere Cluster
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2.5.1 Basic Configuration

In the top section, fill in basic information for the new cluster.

Cluster Name - Enter a unique name for the cluster.

You can change this name later on the Cluster > General Setup configuration page.

A cluster name must meet these criteria:

• Length of 1 to 16 characters

• Can include letters, numbers, and the dash (-) and underscore (_) characters

• Must not include other punctuation or special characters

Note: Your cluster name will be used to identify your files if you need to upload system information to Avere
Global Services for troubleshooting or monitoring, so it’s helpful to include your company name.

Admin password - Set the password for the default administrative user, admin.

Although you should specify individual administrative user accounts for each person who configures or administers
the cluster, the user admin must exist for the cluster. Log in as admin if you need to create additional users.

You can change the password for admin in the Administration > Users settings page in the Avere Control Panel.
Read Administration > Users3 in the Cluster Configuration Guide4 for details.

2.5.2 Networking Configuration

The Networking section prompts you to specify the network infrastructure that the cluster will use.

There are two separate networks to configure:

• The management network provides administrator access to the cluster for configuration and monitoring. The
IP address specified here is used when connecting to the Avere Control Panel or for SSH access. Most clusters
use only a single management IP address, but if you want to add interfaces you can do so after creating the
cluster.

• The cluster network is used for communication among cluster nodes and between cluster nodes and backend
storage (core filers).

(The client-facing network is configured later, after the cluster has been created.)

This section also includes configuration for DNS and NTP servers that are used by both networks.

3 http://library.averesystems.com/ops_guide/4_7/gui_users.html#gui-users
4 http://library.averesystems.com/#operations

2.5. New Cluster Configuration Options 7
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Management Network

The settings in the Management section are for the network that provides administrative access to the cluster.

Management IP - Specify the IP address that you will use to access the Avere Control Panel. This address will be
claimed by the cluster’s primary node, but it automatically moves to a healthy node if the original primary node
becomes unavailable.

After the cluster has been created, you have the option to configure a range of management network IP addresses by
using the Cluster > Administrative Network settings page. However, most clusters use only one management IP
address. Read Cluster > Administrative Network5 in the Cluster Configuration Guide6 for details.

Netmask - Specify the netmask for the management network.

Router - Enter the default gateway address used by the management network.

VLAN tag (optional) - If your cluster uses VLAN tags, specify the tag for the management network.

Read Working with VLANs7 in the Cluster Configuration Guide8 to learn more.

Additional VLAN settings are configured in the Cluster > VLAN settings page - read Cluster > VLAN9 in the
Cluster Configuration Guide10 for details.

MTU - If necessary, adjust the maximum transmission unit (MTU) for your cluster’s management network.

Use 1Gb mgmt network - Check this box if you want to assign the 1GbE network ports on your FXT nodes to the
management network only.

FXT 5000 Series hardware has four built-in 1GbE ports (e0a, e0b, e0c, and e0d), and all four are included in the
management network if this box is checked.

5 http://library.averesystems.com/ops_guide/4_7/gui_admin_network.html#gui-admin-network
6 http://library.averesystems.com/#operations
7 http://library.averesystems.com/ops_guide/4_7/network_overview.html#vlan-overview
8 http://library.averesystems.com/#operations
9 http://library.averesystems.com/ops_guide/4_7/gui_vlan.html#gui-vlan

10 http://library.averesystems.com/#operations

8 Chapter 2. Creating an Avere Cluster

http://library.averesystems.com/ops_guide/4_7/gui_admin_network.html#gui-admin-network
http://library.averesystems.com/#operations
http://library.averesystems.com/ops_guide/4_7/network_overview.html#vlan-overview
http://library.averesystems.com/#operations
http://library.averesystems.com/ops_guide/4_7/gui_vlan.html#gui-vlan
http://library.averesystems.com/#operations


FXT Cluster Creation Guide

Cluster Network

The cluster network settings apply to traffic among cluster nodes, and between cluster nodes and core filers.

First IP and Last IP - Enter the IP addresses that define the range of addresses to be used for internal cluster
communication. The IP addresses used here must be contiguous and not assigned by DHCP.

You can add more IP addresses after creating the cluster. (Use the Cluster > Cluster Networks settings page,
documented in the Cluster Configuration Guide11 - read Cluster > Cluster Networks12.)

The value in Number of IPs in Range is calculated and shown automatically.

Non-mgmt netmask (optional) - Specify the netmask for the cluster network. (The system automatically suggests
the netmask value that you entered for the management network; change it if needed.)

Cluster router (optional) - Specify the default gateway address used by the cluster network. The system automati-
cally suggests the same gateway address that you supplied for the management network.

Cluster VLAN tag (optional) - If your cluster uses VLAN tags, specify the tag for the cluster network.

Read Working with VLANs13 in the Cluster Configuration Guide14 to learn more.

Non-mgmt MTU (optional) - If necessary, adjust the maximum transmission unit (MTU) for your cluster network.

DNS and NTP Settings

Below the Cluster section there are fields for specifying DNS and NTP servers, and for enabling link aggregation.
These settings apply to all networks that the cluster uses.

DNS server(s) - Enter the IP address of one or more domain name system (DNS) servers.

11 http://library.averesystems.com/#operations
12 http://library.averesystems.com/ops_guide/4_7/gui_cluster_networks.html#gui-cluster-networks
13 http://library.averesystems.com/ops_guide/4_7/network_overview.html#vlan-overview
14 http://library.averesystems.com/#operations

2.5. New Cluster Configuration Options 9
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DNS is recommended for all clusters, and required if you want to use SMB, AD, or Kerberos. For optimal perfor-
mance, configure the cluster’s DNS server for round-robin load balancing as described in Configuring DNS for the
Avere Cluster (page 26).

DNS domain - Enter the network domain name the cluster will use.

DNS search - Optionally, enter additional domain names that the system should search to resolve DNS queries. You
can add up to six domain names, separated by spaces.

NTP server(s) - Specify either one or three network time protocol (NTP) servers in the fields provided. You can use
hostnames or IP addresses.

Link aggregation - Link aggregation allows you to customize how the ethernet ports on the cluster FXT nodes
handle various types of traffic. Read Link Aggregation15 in the Cluster Configuration Guide16 for more information.

2.6 Creating the Cluster

After supplying all the required elements in the form, click the Create Cluster button.

The system displays a message while creating the cluster.

After a few moments, you can click the link in the message to go to the Avere Control Panel. This link takes you to
the IP address that you specified in Management IP. The link will be active about 15 seconds to one minute after
you click the Create cluster button; if the web interface does not load, wait several seconds and then retry the link.

Cluster creation takes a minute or more, but you can log in to the Avere Control Panel while the process is going on.
It is normal for the Dashboard to show warnings until the cluster creation process is finished.

Read Initial Cluster Configuration Steps (page 11) for more information about logging in and to learn what steps you
need to take to get your newly created cluster ready for users.

15 http://library.averesystems.com/ops_guide/4_7/gui_cluster_general_setup.html#lacp
16 http://library.averesystems.com/#operations

10 Chapter 2. Creating an Avere Cluster
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CHAPTER

THREE

INITIAL CLUSTER CONFIGURATION STEPS

After the cluster is created, complete the setup by adding nodes, specifying the backend storage system to use,
setting up your file namespace, enabling SMB access if needed, and other tasks.

This section walks you through the steps to bring your cluster from a newly created basic form to a fully functional
system ready to serve data.

3.1 Setup Tasks

Steps to take when configuring a fresh cluster include the following:

• Add cluster nodes

Three nodes is the minimum; many production clusters have more, up to a maximum of 24 nodes.

Read Adding Nodes to the Cluster (page 15) for details about adding nodes and configuring High Availability.

• Customize node settings

Read Customizing Node Settings (page 19) to learn how to set node names and how to configure IP addresses
for node IPMI ports. These settings can be made individually per node, or cluster-wide.

• Specify backend storage

Add core filer definitions for each backend storage system that the cluster will use. Read Adding Backend
Storage (page 29) to learn more.

• Set up the client-facing filesystem

The Global Namespace (GNS) feature lets you map core filer storage destinations to virtual paths, giving
clients a consistent and accessible filesystem structure even if you switch storage media. This feature also
allows you to emulate hierarchical storage while using cloud-based object stores.

Read Configuring VServers and Global Namespace (page 33) for details.

This step includes:

– Creating vservers

– Setting up junctions between the client network view and backend storage

– Defining which client IP addresses are served by each vserver

Note: Significant planning is recommended before starting to set up the cluster’s GNS. Read the Using a
Global Namespace1 and Creating and Working with VServers2 sections in the Cluster Configuration Guide3

for help.

1 http://library.averesystems.com/ops_guide/4_7/gns_overview.html#gns-overview
2 http://library.averesystems.com/ops_guide/4_7/settings_overview.html#vserver-settings
3 http://library.averesystems.com/#operations
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• Adjust network settings

There are several network-related settings that should be verified or customized for a new cluster.

Read Additional Network Settings (page 25) for details about these items:

– Verifying DNS and NTP configuration

– Configuring directory services

– Setting up VLANs

– Configuring proxy servers

– Adding IP addresses to the cluster network

– Storing encryption certificates

• Configure SMB

If you want to allow SMB access to your cluster, you must configure SMB and turn it on. SMB (sometimes
called CIFS) is typically used to support Microsoft Windows clients.

Planning for and configuring SMB involves more than clicking a few buttons in the Avere Control Panel.
Depending on your system’s requirements, SMB can influence how you define core filers, how many vservers
you create, how you configure your junctions and namespace, access permissions, and other settings.

Read Configuring SMB Access4 in the Cluster Configuration Guide5 for more complete information.

When you are ready to activate SMB for your Avere cluster, use the CIFS and CIFS Shares settings pages in
the VServer section of the Avere Control Panel. Refer to the Cluster Configuration Guide6 for details.

• Install additional licenses

If you plan to use optional features, including Local Directories, FlashCloudTM, FlashMove®, or FlashMirror®,
you must install additional feature licenses.

– Local Directories is an optional cache organization strategy. It requires some advance planning before
implementation. Contact Avere Global Services to discuss its advantages and to obtain a free license.

– FlashCloud enables your cluster to use cloud object storage as a backend core filer.

– FlashMove and FlashMirror give your cluster sophisticated data migration and replication capabilities.

Installing feature licenses is covered in an appendix of the Cluster Configuration Guide7.

Learn more about FlashMove and FlashMirror in the Avere OS Data Management Guide8.

• Set up support monitoring

When establishing a new cluster, you should customize the name used to identify your cluster in case a system
memory file needs to be sent to Avere Global Services for debugging. You also can configure what statistics
are monitored, and enable the proactive support system that automatically uploads status reports to Avere
Global Services for remote troubleshooting.

Read Customizing Support and Monitoring Settings for the Avere Cluster (page 37) to learn more.

4 http://library.averesystems.com/ops_guide/4_7/smb_overview.html#smb-overview
5 http://library.averesystems.com/#operations
6 http://library.averesystems.com/#operations
7 http://library.averesystems.com/#operations
8 http://library.averesystems.com/#operations
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http://library.averesystems.com/ops_guide/4_7/smb_overview.html#smb-overview
http://library.averesystems.com/#operations
http://library.averesystems.com/#operations
http://library.averesystems.com/#operations
http://library.averesystems.com/#operations


FXT Cluster Creation Guide

3.2 Logging In to the Avere Control Panel

These cluster setup steps involve changing settings in the Avere Control Panel web interface. (A command-line
XML-RPC interface also is available, but it is recommended for experienced Avere cluster administrators only;
contact Avere Global Services to learn more.)

Use a web browser to connect to the cluster’s management address. A link shows on the cluster status screen while
the cluster is being created.

Log in to the web interface with the username admin and the password that you set when creating the cluster.

The Avere Control Panel opens and shows the Dashboard page. As the cluster creation completes, any warning
messages should clear from the display.

Click the Settings tab to configure the cluster.

3.2. Logging In to the Avere Control Panel 13
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Within the Settings tab, a menu of configuration pages appears at the left side of the window. They are organized by
category. Click the + or - control at the top of the category name to expand or hide the contents of the category.

The next chapters of this document give more specific instructions for using these configuration pages to finish
setting up an Avere cluster.

14 Chapter 3. Initial Cluster Configuration Steps



CHAPTER

FOUR

ADDING NODES TO THE CLUSTER

The cluster is created with only the first node. You should add at least two more nodes and enable high availability
before proceeding with additional configuration.

This image shows the Dashboard for a newly created cluster, with a single node.

To add nodes, click the Settings tab and choose the FXT Nodes page in the Cluster section.

15
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The FXT Nodes - Unjoined list shows all unassigned FXT nodes (most data centers have only a few). Find the FXT
nodes that you want to add to the cluster.

Tip: Nodes that appear on the Unjoined list meet these requirements:

• They are powered on.

• They are connected to an accessible network. If VLANs are being used, they are on the same VLAN as the
cluster.

• They can be detected with the Bonjour protocol. Some firewall settings block the TCP/UDP ports used by
Bonjour, which prevents Avere OS from automatically detecting the nodes.

If the node that you want to add isn’t on the list, click the Manual Discover button to find it by IP address.

In some situations, you might need to manually assign temporary IP addresses to each node before you can add them
to the cluster - for example:

• Your network uses tagged VLANs and the nodes are not on the correct network

• The nodes have self-assigned Bonjour IP addresses (169.254.*.*) and your network does not permit the use of
such addresses

In those situations, follow the instructions in Appendix A: Setting a Static IP Address on an FXT Node (page 39) to
set IP addresses manually.

The node name, IP address, software version, and eligibility status are displayed in the list. Typically, the Status
column either says “Wants to join” or describes a sytem or hardware problem that makes the node ineligible to join
the cluster.

The Actions column has buttons for adding the node to the cluster or for updating the software to match the software
version of the nodes already in the cluster.

16 Chapter 4. Adding Nodes to the Cluster
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All nodes in a cluster must use the same version of Avere OS, but you don’t need to update a node’s software before
clicking the Allow To Join button. The cluster join process automatically checks and installs the Avere OS software
that matches the version on the cluster.

To learn more about the options on this page, read Cluster > FXT Nodes1 in the Cluster Configuration Guide2.

After you click the Allow To Join button, the node status might change as its software is updated in preparation for
adding it to the cluster. The image below shows a node that is in the process of joining the cluster (most likely, it’s
getting an Avere OS update before being added). No buttons appear in the Actions column for nodes that are in the
process of being added to the cluster.

After a few moments the new node should appear in the cluster nodes list at the top of the FXT Nodes settings page.

Repeat this process to add the other nodes to your cluster. You don’t need to wait for one node to finish joining the
cluster before starting another.

4.1 Enabling High Availability

After you’ve added a second node to your cluster, you might see a warning message on the Avere Control Panel
Dashboard that the high availability feature is not configured. High availability, or HA, is an important feature that
allows the cluster nodes to compensate for each other if one goes down. HA is not enabled by default.

Note: Do not enable HA until you have at least three nodes in the cluster.

Use the High Availability page in the Cluster section on the Settings tab to turn on HA.

1 http://library.averesystems.com/ops_guide/4_7/gui_fxt_nodes.html#gui-fxt-nodes
2 http://library.averesystems.com/#operations
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Click the box labeled Enable HA and click the Submit button.

An alert appears on the Dashboard to confirm that HA is enabled.

18 Chapter 4. Adding Nodes to the Cluster



CHAPTER

FIVE

CUSTOMIZING NODE SETTINGS

There are some node-related settings that you should consider customizing as part of your initial Avere cluster setup:

• Node name (page 19) - The label that the cluster uses for the node

• IPMI port address (page 21) - How the node’s IPMI port gets its IP address

Both of these settings can be made for individual nodes, or at the cluster level.

Tip: If you want to set either of these values at the cluster level, consider doing it before adding nodes to the cluster.
Newly added nodes automatically pick up the cluster-level settings.

To set these items at the individual node level, use the Node Details settings page. This page does not appear in the
Avere Control Panel’s navigation sidebar; load the page by clicking the node name in the list on the FXT Nodes
page or on the IPMI settings page.

(The Node Details page also shows configuration information and statistics for the selected node. For more informa-
tion about the node details page, read Node Details1 in the Cluster Configuration Guide2.)

To set node names at the cluster level, use the Cluster > General Setup page.

To set IPMI address method at the cluster level, use the Cluster > IPMI settings page.

5.1 Node Name Configuration

Set an individual node name on its Node Details page, or set a naming schema for the cluster on the Cluster >
General Setup page.

5.1.1 Set A Single Node Name

You can change the name of a single node by editing the Node name field.

Load the node details page by clicking on a node name in the list on the FXT Nodes settings page or on the IPMI
settings page.

1 http://library.averesystems.com/ops_guide/4_7/gui_node_details.html#gui-node-details
2 http://library.averesystems.com/#operations
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After updating the node name, click Submit to save your changes.

5.1.2 Set the Cluster-Wide Node Naming Scheme

You can set a default name for all nodes that join the cluster in the future by using the Cluster > General Setup
page.

New nodes will be automatically named with the base name that you set and the next available number.
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This setting does not affect nodes that joined the cluster before the change.

Use the Node prefix field to enter the base name for new nodes. Optionally, you can configure the number of digits
in the node number by using the placeholder value # - for example, specifying ### in the Node prefix field will give
a three-digit node number for each node that uses this naming scheme. The default value is two digits.

You can set the starting node number for automatic assignment in the First node number field.

For more detailed information about this setting, read Cluster > General Setup3 in the Cluster Configuration Guide4.

5.2 IPMI Configuration

Each FXT node has an Intelligent Platform Management Interface (IPMI) port, which provides access to the FXT
node hardware for emergency troubleshooting.

As part of your cluster setup, you should configure how the nodes’ IPMI ports get their IP addresses. Choose from
the following options:

• No configuration

• Static - Manually set the IP address

Read Setting a Static IPMI Port Address (page 22) for detailed information about this option.

• DHCP - Obtain an IP address from a DHCP server

By default, IPMI ports come configured to use DHCP. If you choose No configuration, each node will either obtain
its IPMI address by using DHCP, or use whatever configuration was last set for this node’s port.

Note: The IPMI port allows access to the FXT node’s hardware directly, bypassing the security built in to the Avere
operating system. Protect this port from unauthorized use by connecting it to a secure network, ensuring that the
IPMI administrator password is changed from the default value, and securing the DHCP environment if you use
DHCP to assign IP addresses. Avere recommends using physically separated networks for IPMI ports and data ports.

Like node names, IPMI mode can be set at the cluster level or at the individual node level. Use the links below to
jump to the options:

• Configure IPMI for One Node (page 22)

• Configure IPMI for the Avere cluster (page 23)

3 http://library.averesystems.com/ops_guide/4_7/gui_cluster_general_setup.html#gui-cluster-general-setup
4 http://library.averesystems.com/#operations

5.2. IPMI Configuration 21

http://library.averesystems.com/ops_guide/4_7/gui_cluster_general_setup.html#gui-cluster-general-setup
http://library.averesystems.com/#operations


FXT Cluster Creation Guide

5.2.1 Setting a Static IPMI Port Address

If using a static IP address for one or more nodes in the cluster, you must provide the IP address and other informa-
tion.

Provide the following information:

• IP address - The address to set for the node’s IPMI port

On the cluster IPMI configuration form, this section asks for the first and last IP address instead of a single
address. Use these fields to provide a range of IP addresses for the cluster nodes’ IPMI ports.

• Netmask - The netmask for the IPMI addresses

• Router - The router that the IPMI connections should use

Enter the netmask and router for the network that serves your IPMI ports. For security, Avere Systems recommends
using physically separated Ethernet networks for IPMI ports and for data services.

5.2.2 Configure IPMI for One Node

Use the Node Details page to set how an individual FXT node’s IPMI port gets its IP address.

(To open the node details page, click a node name in either the FXT Nodes or IPMI settings page.)

The configuration options are described in more detail in IPMI Configuration (page 21), above.
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5.2.3 Configure IPMI for the Avere cluster

Configure how all of the cluster’s IPMI ports get their addresses by using the Cluster > IPMI settings page.

Note: Setting a cluster-wide configuration option overwrites any options that you have set for individual nodes. To
customize individual nodes, set their IPMI addresses from the node details page after changing the cluster setting.

The IPMI page shows the addresses currently assigned to each node, and the Configuration Type column shows
whether the node gets its address from the cluster-wide setting (Cluster) or from the individual setting (Manual).

The configuration options are described in more detail in IPMI Configuration (page 21), above.

Note that if you want to set static IP addresses at the cluster level, you will need to supply a contiguous range of IP
addresses that is large enough to provide a unique address to each node.
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SIX

ADDITIONAL NETWORK SETTINGS

When setting up a new cluster, there are several network-related tasks that you might need to perform.

• Configure round-robin DNS for the client-facing network

Make sure that your client network’s DNS system is configured as described in Configuring DNS for the Avere
Cluster (page 26), below.

• Verify NTP settings

• Set up client-facing IP addresses

Client access is controlled by the cluster’s virtual servers (vservers). VServer setup is described in detail in
Configuring VServers and Global Namespace (page 33).

• Add cluster network addresses

If you need to provide additional IP addresses for cluster nodes, use the Cluster Networks settings page. Read
Cluster > Cluster Networks1 in the Cluster Configuration Guide2 for details.

• Configure Active Directory and username/group name downloads (if needed)

If your network hosts use Active Directory or another kind of external directory service, you must modify the
cluster’s directory services configuration to set up how the cluster downloads username and group information.
Read Cluster > Directory Services3 in the Cluster Configuration Guide for details.

Note that the Avere cluster requires an AD server to support SMB. Configure AD before starting to set up
SMB.

• Define VLANs (optional)

You should configure any additional VLANs needed before defining your cluster’s vservers and global
namespace. Read Configuring VServers and Global Namespace (page 33) and Working with VLANs4 in the
Cluster Configuration Guide to learn more.

• Configure proxy servers (if needed)

If your cluster is required to use a proxy server to access external addresses, define it in the Proxy Configu-
ration settings page and apply it by using the Cluster > General Setup page or the Core Filer Details page.
Read Cluster > Proxy Configuration5 in the Cluster Configuration Guide for details.

• Upload encryption certificates (optional)

Read Encryption Certificates (page 27) for details about how to store security certificates for use by the cluster.

For additional information about network services used by the Avere cluster, read Configuring Network Services for
an Avere cluster6 in the Cluster Configuration Guide.

1 http://library.averesystems.com/ops_guide/4_7/gui_cluster_networks.html#gui-cluster-networks
2 http://library.averesystems.com/#operations
3 http://library.averesystems.com/ops_guide/4_7/gui_directory_services.html#gui-directory-services
4 http://library.averesystems.com/ops_guide/4_7/network_overview.html#vlan-overview
5 http://library.averesystems.com/ops_guide/4_7/gui_proxy_config.html#gui-proxy-config
6 http://library.averesystems.com/ops_guide/4_7/network_overview.html#network-overview
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6.1 Configuring DNS for the Avere Cluster

This section explains the basics for setting up DNS for your Avere OS cluster.

If your system is accessed by NFS clients only, using DNS is recommended but not required; it is possible to specify
all network addresses by using numeric IP addresses. If your system supports SMB (CIFS) access, DNS is required,
because you must specify a DNS domain for the Active Directory server.

DNS also is required if you want to use Kerberos authentication.

6.1.1 Client Load Balancing

To distribute the overall load, configure your DNS domain to use round-robin load distribution for client-facing IP
addresses. (This is called round-robin DNS, or RRDNS.)

When clients access the cluster, RRDNS automatically balances their requests among all available interfaces.

RRDNS Configuration Details

For optimal performance, configure your DNS server to handle client-facing cluster addresses as shown in the
following diagram.

A cluster vserver is shown on the left, and IP addresses appear in the center and on the right. Configure each client
access point with A records and pointers as illustrated.

Each client-facing IP address must have a unique name for internal use by the cluster. (In this diagram, the client IPs
are named vs1-client-IP-* for clarity, but in production you should probably use something more concise, like
client*.)

Clients mount the cluster using the vserver name. The vserver name is also used as the server argument for client
mount commands.
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Modify your DNS server’s named.conf file to set cyclic order for queries to your vserver. This option ensures that
all of the available values are cycled through. Add a statement like the following:

options {
rrset-order {

class IN A name "vserver1.example.com" order cyclic;
};

};

The following nsupdate commands provide an example of configuring DNS correctly:

update add vserver1.example.com. 86400 A 10.0.0.10
update add vserver1.example.com. 86400 A 10.0.0.11
update add vserver1.example.com. 86400 A 10.0.0.12
update add vs1-client-IP-10.example.com. 86400 A 10.0.0.10
update add vs1-client-IP-11.example.com. 86400 A 10.0.0.11
update add vs1-client-IP-12.example.com. 86400 A 10.0.0.12
update add 10.0.0.10.in-addr.arpa. 86400 PTR vs1-client-IP-10.example.com
update add 11.0.0.10.in-addr.arpa. 86400 PTR vs1-client-IP-11.example.com
update add 12.0.0.10.in-addr.arpa. 86400 PTR vs1-client-IP-12.example.com

6.1.2 Cluster DNS Settings

DNS parameters for the cluster are set in the Cluster > Administrative Network7 settings page. Settings on that page
include:

• DNS server address

• DNS domain name

• DNS search domains

Read DNS Settings8 in the Cluster Configuration Guide9 for more details about using this page.

6.2 Encryption Certificates

Avere OS uses X.509 certificates for these functions:

• To encrypt cluster administration traffic

• To authenticate on behalf of a client to third-party KMIP servers

• For verifying cloud providers’ server certificates

If you need to upload certificates to the cluster, use the Cluster > Certificates settings page. Read Cluster > Certifi-
cates10 in the Cluster Configuration Guide for details.

To encrypt cluster management communication, use the Cluster > General Setup settings page to select which
certificate to use for administrative SSL.

Note: Cloud service access keys are stored by using the Cloud Credentials configuration page. Read Cloud
Credentials (page 32) for an overview of that process.

7 http://library.averesystems.com/ops_guide/4_7/gui_admin_network.html#gui-admin-network
8 http://library.averesystems.com/ops_guide/4_7/gui_admin_network.html#gui-dns
9 http://library.averesystems.com/#operations

10 http://library.averesystems.com/ops_guide/4_7/gui_certificates.html#gui-certificates
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SEVEN

ADDING BACKEND STORAGE

A core filer is the entity that links a backend storage system (for example, a NAS hardware appliance or a cloud
object store) to the Avere cluster.

Use the Avere Control Panel to add a core filer to your system.

(Note that a FlashCloud license is required to use cloud storage as a core filer in your Avere cluster. You cannot
define a cloud core filer until after the license has been installed.)

More complete information is included in the Cluster Configuration Guide1:

• For additional information about choosing and preparing to add a core filer, read Working With Core Filers2.

• For additional prerequisites and step-by-step instructions, read one or both of these:

– Adding a New Core Filer - NAS Core Filer3

– Adding a New Core Filer - Cloud Core Filer4

After adding a core filer, you can view or modify its properties by using the Core Filer Details settings page.

7.1 Adding a Core Filer

Define a core filer by clicking the Create button on the Core Filer > Manage Core Filers settings page.

The Add New Core Filer wizard walks you through the process of creating a core filer that links to your backend
storage. The Cluster Configuration Guide5 has very detailed descriptions of the process, which is different for
NFS/NAS storage and for cloud storage.

1 http://library.averesystems.com/#operations
2 http://library.averesystems.com/ops_guide/4_7/core_filer_overview.html#core-filer-overview
3 http://library.averesystems.com/ops_guide/4_7/new_core_filer_nas.html#create-core-filer-nas
4 http://library.averesystems.com/ops_guide/4_7/new_core_filer_cloud.html#create-core-filer-cloud
5 http://library.averesystems.com/#operations
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7.1.1 License-Based Restrictions

The options might be restricted based on what licenses you have installed. The screenshot below is from a cluster
that does not have a FlashCloud license installed.

7.1.2 Cache Policy Choices

On the second page of the wizard you must select a cache policy for the new core filer. These are described in detail
in the Cluster Configuration Guide6.

Policies that require additional licenses cannot be selected.

6 http://library.averesystems.com/#operations
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7.1.3 Adding the Core Filer

After filling in all of the required settings in the Add New Core Filer wizard, click the Add Filer button to submit the
change.

(For a cloud core filer, there is an additional page for specifying the storage system and encryption details - read
Adding a New Core Filer - Cloud Core Filer7 in the Cluster Configuration Guide8 for help with this configuration.)

After a few moments, the storage system appears on the Dashboard’s core filers list and can be accessed through core
filer settings pages.

Note that this screenshot shows a core filer with no vserver - its setup is not complete. You must associate the core
filer with a vserver to allow clients to access the storage system. Read Configuring VServers and Global Namespace
(page 33) for help with the next step.

7.2 About Local Directories

The Local Directories feature in Avere OS provides enhanced caching services, which can impact the cluster’s
throughput in some scenarios. Avere Systems recommends that customers consult their Avere representatives before
enabling this feature.

Some caching scenarios require the Local Directories feature, so some cache policies are unavailable until after you
have obtained and installed a Local Directories license file. There is no additional charge for the license. Contact
Avere Global Services if you have questions.

7 http://library.averesystems.com/ops_guide/4_7/new_core_filer_cloud.html#create-core-filer-cloud
8 http://library.averesystems.com/#operations

7.2. About Local Directories 31

http://library.averesystems.com/ops_guide/4_7/new_core_filer_cloud.html#create-core-filer-cloud
http://library.averesystems.com/#operations


FXT Cluster Creation Guide

7.3 Cloud Credentials

If you add a cloud object store as a core filer, you must specify the cloud service and credentials for accessing the
storage, among other parameters. You can add a cloud storage credential as part of creating the core filer.

If you later want to add, change or remove a credential, use the Cluster > Cloud Credentials settings page.

For more details, read the Cluster > Cloud Credentials9 chapter in the Cluster Configuration Guide10, and the Cloud
Service and Protocol11 section of the chapter that describes the cloud core filer wizard.

9 http://library.averesystems.com/ops_guide/4_7/gui_cloud_credentials.html#gui-cloud-credentials
10 http://library.averesystems.com/#operations
11 http://library.averesystems.com/ops_guide/4_7/new_core_filer_cloud.html#cloud-filer-details
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CHAPTER

EIGHT

CONFIGURING VSERVERS AND GLOBAL NAMESPACE

Avere OS’s vservers are virtual fileservers that control how data flows between the client and the cluster’s core filers.

VServers manage vital functions in an Avere cluster:

• VServers host client-facing IP addresses

• VServers’ namespace junctions map the client-facing virtual directory structure to exports on the backend
storage

• VServers enforce file access controls, including core filer export policies and user authentication systems

• VServers provide SMB infrastructure

Before starting to configure a cluster vserver, read the linked documentation and consult your Avere representative as
needed to understand the structure of the Avere cluster’s file serving system.

These sections of the Cluster Configuration Guide1 will help you familiarize yourself with Avere OS’s vserver and
global namespace features.

• Creating and Working with VServers2

• Using a Global Namespace3

8.1 Creating a VServer

To create a new vserver, you will need the following information:

• The name to set for the vserver

• The range of client-facing IP addresses the vserver will handle

When creating a vserver you must supply a single range of contiguous IP addresses, but you can add more
addresses later by using the Client Facing Network settings page.

• If your network has VLANs, which VLAN to use

A cluster can have multiple vservers.

Use the VServer > Manage VServers settings page to create a new vserver.

Refer to VServer > Manage VServers4 in the Cluster Configuration Guide5 for complete information.

1 http://library.averesystems.com/#operations
2 http://library.averesystems.com/ops_guide/4_7/settings_overview.html#vserver-settings
3 http://library.averesystems.com/ops_guide/4_7/gns_overview.html#gns-overview
4 http://library.averesystems.com/ops_guide/4_7/gui_vserver_manage.html#gui-manage-vservers
5 http://library.averesystems.com/#operations
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8.2 Creating a Junction

A junction maps the backend storage path to a client-visible namespace. You can use this system to simplify the path
used in client mount points, and to scale capacity seamlessly because one virtual path can accommodate storage from
multiple core filers.

Refer to VServer > Namespace6 in the Cluster Configuration Guide7 for complete details about creating a namespace
junction.

6 http://library.averesystems.com/ops_guide/4_7/gui_namespace.html#gui-namespace
7 http://library.averesystems.com/#operations
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8.3 Configuring Export Rules

After you have both a vserver and a core filer, you should customize the export rules and export policies that control
how clients can access files on the core filer exports.

First, use the VServer > Export Rules page to add new rules, to modify the default policy, or to create your own
custom export policy.

Second, use the VServer > Export Policies page to apply the customized policy to your core filer’s exports when
accessed through that vserver.

Read Controlling Access to Core Filer Exports8 in the Cluster Configuration Guide9 for details.

8 http://library.averesystems.com/ops_guide/4_7/export_rules_overview.html#export-rules-overview
9 http://library.averesystems.com/#operations
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CHAPTER

NINE

CUSTOMIZING SUPPORT AND MONITORING SETTINGS FOR THE
AVERE CLUSTER

As part of getting your Avere cluster up and running, you might want to make sure that debugging statistics are
enabled and that other settings are configured to help Avere Global Services assist you if there is a problem.

Customers also should consider enabling the system’s remote monitoring features, which are configured on the
Cluster > Monitoring settings page. You can configure email alerts, external logging, and SNMP monitoring. (Read
Remote Monitoring (page 38), to learn more.)

9.1 Support Configuration

These basic support settings should be configured for all clusters.

These settings are made in the Settings tab on the Cluster > Support page in the Avere Control Panel.

(You might also use the Support tab in the Avere Control Panel to configure and kick off manual support uploads if
requested by your Avere representative.)

The Cluster Configuration Guide1 guide explains the support options in more detail. Start by reading Using the
Avere Control Panel Support Tab2.

9.1.1 Support Settings Page Items

On the Settings > Cluster > Support page, address the following items.

Read Cluster > Support3 in the Cluster Configuration Guide4 for more complete information on these features.

1. In the Customer Info section, take these actions:

• Unique Cluster Name - If needed, specify a name that identifies your company and also uniquely
identifies the cluster if you have more than one. This string will be used to identify any system files
uploaded to Avere Global Services. (The main cluster name also is used with diagnostic uploads, but this
field supplements the cluster name if needed.)

• Statistics Monitoring - Check the box to enable this feature.

• General Information Upload - Check the box to enable this feature.

• Crash Information Upload - Leave this setting enabled. In the event of a system restart, this setting
automatically uploads any resulting memory core files to Avere Global Services for analysis.

Submit those changes, then click the Revalidate upload information button to initiate a data upload to Avere
Systems as a test.

1 http://library.averesystems.com/#operations
2 http://library.averesystems.com/ops_guide/4_7/support_overview.html#support-tab
3 http://library.averesystems.com/ops_guide/4_7/gui_support.html#gui-support-settings
4 http://library.averesystems.com/#operations
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2. Optionally, configure these items in the Secure Proactive Support section. SPS is an optional feature that
allows Avere Global Services staff to remotely troubleshoot your cluster. Read Secure Proactive Support
(SPS)5 in the Cluster Configuration Guide6 for more information.

• Enable SPS Link - Check the box to turn on Secure Proactive Support.

• Remote Command Level - Change the selection from Disabled to one of the other options. Support is
the most conservative level.

• Shipping Information - Optionally, fill in the contact name and shipping address to use in the event that
any hardware needs to be replaced.

Click the Submit button in the SPS section to save those settings.

9.1.2 Support Tab - Upload Test

On the Support tab, you can test the General Information Upload system.

Select either a particular node or the full cluster in the Details section at the top of the Support tab. Leave the
Choose gather mode control set to Support bundle and click the Upload information button.

The Support Status section of the Support tab will display messages for each affected node as data is collected and
uploaded during the test. The messages progress from Statistics gathering complete to Uploading
<filename> and finally return to No support operations currently running.

The test can take five to ten minutes to complete. It is normal for the primary node to take longer to complete than
other nodes if you are collecting cluster-wide statistics.

9.2 Remote Monitoring

You can use the Cluster > Monitoring settings page to enable remote monitoring tools. Using any of these tools is
optional.

Options include:

• Email Monitoring - Set up email notification for system alerts.

• Logs - Specify a remote syslog server to receive log messages.

• SNMP - Set up a simple network management protocol server to monitor your Avere cluster.

Read more about these features and how to configure them in the Cluster Configuration Guide7 in Cluster > Monitor-
ing8.

5 http://library.averesystems.com/ops_guide/4_7/gui_support.html#gui-sup-sps
6 http://library.averesystems.com/#operations
7 http://library.averesystems.com/#operations
8 http://library.averesystems.com/ops_guide/4_7/gui_monitoring_settings.html#gui-monitoring-settings
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APPENDIX A: SETTING A STATIC IP ADDRESS ON AN FXT NODE

This appendix explains how to connect to an FXT node physically and set a temporary static IP address on one of the
network ports.

You might need to set a static address if your network does not support using self-assigned IP addresses (in the
169.254.*.* range) and your node does not receive an IP address automatically from a DHCP server.

Each node needs one IP address before it can be used to create a cluster or be added to an Avere cluster. These IP
addresses are only used temporarily; during normal operation, the cluster assigns IP addresses to each node.

10.1 Connecting to the Physical Node

There are a variety of ways to connect to the FXT node, including using the serial port, the USB and VGA ports, or
the IPMI port. All of these ports are on the back of the chassis. You can use a serial cable or KVM switch, or directly
connect a monitor and keyboard to the chassis.

The node’s bootloader echoes boot messages to the serial console and accepts interaction from a console command
prompt.

10.1.1 Serial Port Configuration Settings

Use a null modem cable to connect to the serial port on the back of the FXT node’s chassis.

An FXT node serial port uses these configuration settings:

• Speed: 115200 baud

• Data bits: 8

• Stop bits: 1

• Parity: None

• Flow control: None

10.2 FXT 5000 Series Port Locations

This diagram shows the port names and locations for FXT 5000 Series hardware nodes. The 1GbE ports (e0a, e0b,
e0c, and e0c) are typically used for initial configuration.

(The data ports - e2a, e2b, e3a, and e3b - are slightly different in different FXT 5000 Series models. The FXT 5850
has dual-mode 25GbE/10GbE data ports, but other models have 10GbE ports with the same names.)
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10.3 Logging In and Setting the IP Address

After connecting to the node, you will use the maintenance menu to configure one of the network interfaces.

Log in to the node with the username maintenance and the default password tiered2010. The node displays
the maintenance menu:

You have logged into the AvereOS maintenance menu. If you are configuring a
cluster for the first time, use menu item 1 to configure a network port, and
then access https://ip/fxt to complete the cluster configuration.

Node [name] running [AvereOS_version]

Maintenance Menu
1. Configure network parameters before cluster join
2. Modify cluster management network parameters
3. Configure a new cluster
4. Reboot node
5. Power down node
6. Disable NVRAM batteries
7. Install new software packages
8. Configure node IPMI networking
9. Reformat node
Enter menu item number or type "exit" to log out:

Type 1 and press Return.

40 Chapter 10. Appendix A: Setting a Static IP Address on an FXT Node



FXT Cluster Creation Guide

Enter menu item number or type "exit" to log out: 1
This will configure the initial networking parameters.
After configuration, connect via https to the address
supplied to complete configuration

Port Address Netmask MTU Link
---------- --------------- --------------- ---- ----
e0a 169.254.6.37 255.255.224.0 1500 up
e0b 169.254.5.163 255.255.224.0 1500 up
e0c 169.254.5.146 255.255.224.0 1500 up
e0d 169.254.6.114 255.255.224.0 1500 up

Router:
DHCP: enabled

DNS Server:
Use link aggregates? [y]:

If your system uses link aggregates, make sure this configuration is correct. The system then asks you to configure
by DHCP if a server is available, and if not, prompts you to specify the port to configure and the new settings.

Configure using DHCP? [y]: n
Port name [e0a]:

If you don’t want to configure the suggested port (the first port on the list), enter a different value.

MTU [1500]:
VLAN tag (use default for untagged) [none]:
IP address [169.254.6.37]:

Make any changes to the MTU or VLAN tag settings that your network requires.

When prompted with the existing IP address, type in the new address.

To prevent conflicts, assign an IP address that is on the same subnet and VLAN as the IPs in your cluster network,
but outside the cluster network’s IP address range. Remember that this IP address is temporary, and it is used only
until the cluster is created or until this node is added to the cluster. As part of the cluster, the FXT node’s ports are
configured with IP addresses from within the cluster network range.

IP address [169.254.6.37]: 203.0.113.0
Netmask [255.255.224.0]:
Router []: 10.1.0.1
DNS server [None]:
Commit changes? [yn]:

Type y to complete the configuration change.

You only need to set one static IP address per node. After confirming the address change, you can end the console
session to this node. (Type exit and press Return to end the sesion.)

If this is the first node in your cluster, follow the instructions in Connect to the First Node (page 3) to connect to the
static IP address that you just set and begin cluster creation.

If this node will join an existing cluster, follow the instructions in Adding Nodes to the Cluster (page 15) to locate it
and join it to the cluster.
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COPYRIGHT AND TRADEMARK INFORMATION

Copyright Information

Copyright © 2018 Avere Systems, Inc. All rights reserved. Specifications subject to change without notice.

No part of this document covered by copyright may be reproduced in any form or by any means – graphic, elec-
tronic, or mechanical, including photocopying, recording, taping, or storage in an electronic retrieval system –
without prior written permission of the copyright owner.

The product described in this manual may be protected by one or more U.S. patents, foreign patents, or pending
applications.

Trademark Information

Avere, FlashCloudTM, FlashMove®, and FlashMirror® are registered trademarks or trademarks of Avere Systems,
Inc. in the United States and/or other jurisdictions.

Bonjour is a trademark of Apple Inc., registered in the U.S. and other countries.

For licensing information on the third-party software used by this Avere product, contact your Avere Systems
representative.
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